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Abstract In order to capture 3D scenes, a multi-view
camera consisting of two or more cameras is widely
used; however, color consistency among views is not
guaranteed in many situations. In this paper, we design
relative mapping curves with consideration of the prop-
erties of luminance and chrominance components to
improve the consistency. The input images are catego-
rized into source and reference views. We convert their
color domain to the YUV color space, and estimate
coefficients in the mapping curves by analyzing corre-
spondences between the two views. After that, we gen-
erate lookup tables and convert the color distributions of
the source views. From the experimental results, we
confirm that our proposed method improves the visual
quality of multi-view images and reduces Euclidean
distances in the CIELab color space among views.

Keywords Color correction - Color inconsistency problem -
Multi-view camera - Mapping curve

1 Introduction

The market of 3D images is rapidly growing by popular
demand. The film production companies in Hollywood
produce many different kinds of 3D films, and manu-
facturers combine 3D images in their new products for
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boost sales. In addition, the 3D images have been also
applied to broadcasting systems, games, simulations and
educational tools [1-3].

There are various methods to acquire 3D images such as
a stereoscopic camera, computer graphics, and multi-view
camera. In addition, special equipment including 3D scan-
ners and depth cameras has been used to acquire distance
information of scenes [4—8]. Among them, the multi-view
camera is in the spotlight, since it allows viewers to select a
viewpoint according to their preference.

At the initial stage, researchers used a single-view camera
to get multi-view images instead of multiple cameras. They
captured a static scene by repeatedly changing the viewpoint
of the single-view camera; however this approach is not able
to capture dynamic objects [9]. Therefore, they started to use
multiple cameras to overcome this limitation. While multi-
ple cameras can capture dynamic scenes, they lead new
problems: geometrical errors and different color distribution
among views. Such problems cause unnatural changes
among views and degrade the performance of image pro-
cessing on the multi-view images. Among the problems, the
geometric error can be resolved by camera calibration and
rectification [7].

The color of an object is affected by the radiance of an
illuminant and the reflectance of the object surface. When
capturing the object via a camera, we should consider an
additional factor, a camera property. The camera responds to
incident light based on its own properties including a shutter
speed, sensor, sensitivity, and aperture. Therefore, even
though we capture the same object under the same illumi-
nant, the colors of the captured image can be varied accord-
ing to the camera properties.

Since it is hard to perfectly adjust all the properties of
multiple cameras as we wish, the color inconsistency among
views is induced even though we use the cameras of the
same kind; it is an inevitable problem.
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Figure 1 The examples of the
color inconsistency problem in
the multi-view images.

Figure 1 shows the examples of the color inconsistency
problem in the multi-view images: the race and flamenco
images. These images are standard test images of Moving
picture expert group (MPEG). The color distributions
among views are varied as shown in Fig. 1.

The inconsistent colors among views degrade not only
the visual quality of multi-view images but also the perfor-
mance of image processing. Most of the image processing
algorithms have been designed under the color conservation
assumption that corresponding pixels among views have
similar colors. If this assumption is invalid, their perfor-
mance becomes considerably degraded.

source view (V) reference view (V)
¥ ¥
RGB — YUV
¥
correspondences
(feature-based algorithm & filtering)
1
Y ¥ = uv
nonlinear representative value
mapping T
v
clipping linear mapping
¥ v

lookup table & color conversion
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Figure 2 The flow chart of the proposed algorithm.
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(b) flamenco

Therefore, color correction plays an important role in the
multi-view camera system. Various algorithms have been
developed to resolve the color inconsistency problem. Ilie et
al. proposed a system to improve inter-camera color consis-
tency [10]. After searching for per-camera hardware register
settings, this system iteratively optimizes the settings to a
known target and the average of the previous results. In
addition, the system adopts software-based refinement for
further improvement. Joshi et al. proposed an automatic
calibrating camera arrays to achieve color consistency
[11]. They iteratively adjust the camera settings to make
the cameras’ responses as similar as possible and calibrate
residual errors in post-processing. Since the color chart is
essential in both approaches, users have to capture the chart
before capturing main scenes. Owing to this cumbersome
task, these algorithms cannot be applied to general multi-
view images which do not have the corresponding color
chart images.

Alternative algorithms which automatically correct the
color inconsistency without the color chart were proposed.
Fecker et al. used a cumulative histogram to compare color
differences among views [12]. They use histogram matching
to choose the color level of a current view to each level of a
reference view. In order to avoid visual artifact, they addi-
tionally handle the first and last bins in the histogram. Chen
et al. also proposed a histogram-based algorithm that cor-
rects colors with consideration of multiplicative and additive
variation factors [13]. Reinhard et al. proposed a linear
transformation based on a global color distribution of two

Figure 3 The result of feature-based matching.
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Figure 4 Additional sample acquisition by averaging neighbors with
different block sizes.

input images [14]. This approach assumes the relation be-
tween the images can be described by the linear transform.
Such alternative algorithms using global properties can pro-
vide reasonable results; however their performance degrades
when inputs have large occlusion regions which are newly-
exposed areas by viewpoint change.

In order to avoid the occlusion problem, Gangyi et al.
proposed a color correction method based on region corre-
spondences [15]. Now that they segment an image to build a
statistical model, its performance depends on the result of
segmentation. Yamamoto et al. introduced an energy mini-
mization scheme via dynamic programming [16]. The ener-
gy function consists of corresponding and step-by-step
terms for natural color correction. However, it is hard to
determine the optimal constant coefficients in the energy
function for various images, and these coefficients signifi-
cantly affect its performance.

In this way, the conventional approaches have some
limitations to effectively solve the color inconsistency prob-
lem. Therefore, we propose a fully automatic color correc-
tion algorithm considering the properties of occlusion
regions, luminance and chrominance components.

minimum(V,) maximum(V,)

| |

margin

valid region

maximum(V)

minimum(V)

Figure 5 The valid region for inaccurate sample removal.
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Figure 6 The initial samples and luminance mapping curve.

2 Color Correction Using Relative Mapping Curves

The proposed algorithm corrects the colors in the YUV
color domain and uses different approaches for luminance
and chrominance components. Figure 2 outlines the entire
procedure of the proposed algorithm including correspon-
dence extraction, mapping curve estimation, and color
conversion.

At first, we categorize multi-view images into source
views and a reference view. The source views are
images to be corrected with consideration of the refer-
ence view. For more than two views, the center image
is selected as the reference image. The following steps
are independently adopted for each pair. After convert-
ing the color domain, we extract correspondences be-
tween the input images. After that we estimate optimal
mapping curves for luminance and chrominance compo-
nents, generate lookup tables, and convert color distri-
bution of the source views.

180 . . T T T

X initial samples
160 ||e representative values

i

—
B
o

Reference View
)
o

100

80

60 80 100 120 140 160 180
Source View

Figure 7 The initial chrominance samples and representative vales.
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2.1 Correspondence Extraction

The proposed algorithm is based on sparse correspondences
between views to avoid the occlusion problem. The co-
located pixels between the views do not guarantee that one
corresponds to the other, since these views are captured at
different positions. The various factors including distance
and camera position can affect the positions of the corre-
spondences [17]. Many algorithms have been proposed to
extract correspondences between images. Although most
algorithms only use colors as a criterion, it is not appropriate
for color inconsistent images. In this paper, we adopt the
Scale-Invariant Feature Transform (SIFT) algorithm which
is based on the appearance of the object at particular interest
points and robust to image scale and rotation [18].

Figure 3 shows the results of SIFT matching. This meth-
od shows reliable results, but the number of extracted cor-
respondences is insufficient in some cases. In addition, the
extracted color values can be spoiled owing to an image
noise. Therefore, we take an average of the neighbors within
several local blocks as shown in Fig. 4. This method can
acquire additional corresponding colors and reduce the in-
fluence of the image noise.

Now that the correspondences tend to locate around
edges, unwanted pixels such as boundaries and occlusion
regions can be included in the blocks. In order to reduce the
influence of these pixels, we consider color distances be-
tween the current pixel and neighbors, as the bilateral filter
does. It can be expressed as

@ Springer
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my+b no+b

L(mo,no) = Y > wy(m,n)I(m,n) (1)

m=mo—b n=no—b

where /(m,n) stands for the intensity value at a point (m,n),
and [,(m,,n,) represents the averaged value at a current
point (m,,n,) with a block size b. wy(m,n) is an weighting
factor considering the color distance and is defined as

exp (_ w)
Wb(m’ I’l) B mo+b  ng+b N (2)
. > exp (— M)
i=my—b j=ng—b o

In (2), the denominator is a normalization term, and the
numerator is a Gaussian distribution in the intensity domain
(0=2.5). In this paper, we use three blocks of b=3, 5, and 7,
and the additional samples, /3, I5, and /5, are included in the
correspondence set.

Table 1 The estimated coefficients and boundaries of the color map-
ping curves.

Coefficient Y U A%
Gain 1.1244 1.0868 1.0874
Offset 1.1962 -15.5793 0.4047
Gamma 0.9758 - -
LB 3 - -
UB 177 - -
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Figure 9 Color converting
process using a lookup table.

Since our algorithm is based on the correspondences, the
accuracy of the correspondences is very important. Especially
the accuracy directly affects the mapping curves. Therefore it
is required to distinguish inaccurate samples which are outside
a valid region, so as to reduce the effects of image saturation or
black level offset. In order to define the valid region, we
calculate minimum (bottom 0.1 %) and maximum (top
0.1 %) values of the two input images by using histogram
analysis. Then, we set the valid region with [LB, UB] where

LB = max(minimum(V,), minimum(Vy)) + margin
UB = min(maximum(V,), maximum(Vy)) — margin

(3)

In (3), margin is a constant value and is set with ten
in this paper. V, and V, represent the reference and
source views, respectively. The valid region is shown
in Fig. 5. After that, we estimate luminance and chro-
minance mapping curves with only the samples in the
valid regions

2.2 Luminance Mapping Curve

The luminance components of captured images are influ-
enced by camera properties: gain, gamma, and offset [19].

Figure 10 Visual quality 4800
comparison for various color -
temperature. Reference j

Proposed a

source view

lookup table
Y[uJv

[50H-40 | 43
49 [52] 41|44
50 [ 53|42 [ 4s

corrected view

According to them, the luminance relation between refer-
ence and source views can be modeled as

Gain : L, = Cguin X Ly
Offset: L, = Ly + Cope
Gamma : L, = {L/ (2" — 1) }Cg"”’”‘“ x (2biderth — )

(4)

where L, and L, are luminance values of the reference and
source views. Unlike the conventional model, Cyuin, Copens
and Cggpmmq represent relative coefficients between source and
reference views. 277“P™ is the total number of gray levels for
representing luminance component. With these relations, we
design a nonlinear mapping curve for luminance correction as

L = (€. L) = Cuan (Lo (2% — 1)}

% (2bitdepl‘h _ 1) + Coﬁ&et (5)

where C is the vector of the coefficients. We estimate the
coefficients via an outlier-removed nonlinear regression based
on the Levenberg-Marquardt algorithm [20].

This process has two steps: coefficient estimation and
outlier removal. In order to remove outliers, we estimate
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Figure 11 The Euclidean distances for various color temperature.

coefficients with the initial correspondences and discard the
correspondences located outside doubled standard deviations
from the mean value of errors. After that, we estimate coef-
ficients again with the refined samples. This cycle is repeated
until every sample is in the doubled standard deviations.
According to the estimated coefficients, (5) can generate
greater intensity values than maximum(V,) and smaller val-
ues than miminum(V,). Since these values cause excessive
color changes in the corrected view, we truncate L’; as

L's = min(maximum(V,), max (minimum(V;), f(C, L;))).
(6)

Figure 6 shows the initial samples and estimated mapping
curve for the luminance component. This curve limits that
the all values of the corrected view are in [maximum(V,),
minimum(V,)].

Figure 12 Visual quality
comparison for various shutter
speeds.
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Figure 13 The Euclidean distances for various shutter speeds.

2.3 Chrominance Mapping Curve

Unlike the luminance case, chrominance values linearly
change according to the sensor property of color tempera-
ture. Therefore we design a linear mapping curve for the
chrominance components as

Ch, = Cguin X Chs + Copser (7)

where Ch, and Ch, are chrominance values of the reference
and source views. This curve is also optimized via the least
square method with outlier removal.

However, if we use the same weight for every sample
during optimization as we did for estimating the luminance
mapping curve, the accuracy of border chrominance values
is degraded; since most chrominance values are generally
concentrated around the middle as shown in Fig. 7.
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(d) proposed

Figure 14 The results of color correction on the race image.

(d) proposed

Figure 15 The results of color correction on the flamenco image.
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Figure 16 The enlarged textures of the race and flamenco images.

In order to evenly distribute weight to all bins, we
calculate one representative value per each bin of the

source view. To this end, we discard the samples of the
top 10 % and bottom 10 % in the same bin, average
remainders, and set this value as a representative value
of the bin. In Fig. 7, the red circles and black crosses
mean the representative values and initial samples, re-
spectively. The final mapping curve is optimized from
these representative values, and the two curves are
individually estimated for U and V components.

Figure 8 shows the estimated mapping curves and initial
samples for YUV channels, and Table 1 shows the estimated
coefficients for each channel. From the coefficients, we can
quantitatively know the relative differences of color distri-
bution between the views.

2.4 Lookup Table and Conversion

With these mapping curves, the color values of the source
view are converted. However, since the corrected values
have to be calculated for every pixel and every channel, this
process takes a long time. To reduce the computational
complexity, we generate three lookup tables for the lumi-
nance and chrominance components. The lookup tables
contain pixel values to be corrected in the source view and
their corrected values.

Figure 9 demonstrates an example of conversion using
the lookup table. We read the luminance value (48) from the
source image and find this value (48) in the lookup table.
The pixel value is converted from the original value (48) to

(d) proposed

Figure 17 The results of color correction on the severely distorted images.
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Figure 18 The enlarged
textures of the severely
distorted images.

the corrected value (50). This process is conducted for all
pixels and channels. After that, we can get the corrected
image having similar color distribution to the reference
image’s one.

3 Experimental Results and Analysis

In order to evaluate the performance of the proposed algo-
rithm, we experimented on various test images. The first
experiment assesses the performance on two images cap-
tured by the same camera with different settings: color
temperature and shutter speed. We implemented the histo-
gram matching (HM) [12] and global color transfer (GCT)
[14], and compared our algorithm with them. Figure 10
shows the results of color correction with respect to the
different color temperature settings from 2800 K to
6800 K. The reference view was captured with 4800 K. To
check how well algorithms operate when input images have

Table 2 Comparison of Euclidean distance for original images and the
results of HM, GCT, and the proposed.

Euclidean Channel  Viewl View2 View3 View4
distance

Original L 6.71 2.46 2583  41.25

a 5.54 1.38 421 6.96

b 8.54 2.54 3.54 6.88

all 12.57 4.09 26.63  42.81

HM L 2.29 1.67 5.25 6.83

1.50 2.21 425 433

b 2.46 2.88 4.08 438

all 4.14 4.38 8.64 10.13

GCT L 5.33 2.58 3.33 4.50

a 2.29 1.17 3.21 4.71

b 2.75 1.63 4.58 6.25

all 6.89 3.73 6.91 9.58

Proposed L 221 0.96 1.38 1.67

1.25 0.88 1.33 1.00

b 3.38 1.38 1.21 1.21

all 4.62 2.30 2.65 2.80

consistent colors, we included the source image captured
with 4800 K in the test set. For an objective evaluation, we
extracted 24 values of the color chart from the reference and
source views and calculated Euclidean distances in the
CIELab color domain by

ED = & S\~ L) + (@) — ) + (5 — 50
(8)

where i is the sample number of the color chart. The
CIELab is a standardized color space which is designed
to be perceptually linear and the Euclidean distance in
the CIELab color domain is linearly related to human
perception.

As shown in Figs. 10 and 11, the performances of HM
and GCT are stable but lower than ours. The proposed
algorithm shows the best output quality. In addition, while
other algorithms severely distort the color consistent images
(4800 K), our method provides reliable results.

We additionally experimented on images captured with
different exposure settings, and the results are demonstrated
in Figs.12 and 13. The overall tendency is similar to the
previous test. In this result, GCT provides the unstable
performance as the source views become brighter. From
these two experiments, it is known that the proposed algo-
rithm shows the best and stable performance for various
capturing conditions.

= .
e Original
40 o Proposed
v~ HM
a- GCT
]
230}
“3 .
a
c 20
]
1]
B
° L]
S 10 : =
w b X
il ‘3"\.._ . o o
0 . R S . R
1 2 3 4 5
View

Figure 19 The Euclidean distances of color correction on severely
distorted images.
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We applied the proposed algorithm to the standard
MPEG test images: race and flamenco. Figures 14 and 15
demonstrate the results. For close observation, we enlarged
the some parts (red box) and their corresponding regions,
and attached them in Fig. 16. Since these images have small
occlusion regions and the colors of the occlusion regions are
similar, all algorithms show reliable results; however, GCT
generates excessive colors in some views.

In order to objectively evaluate each algorithm, we cap-
tured multi-view images by using five cameras with different
settings. Figure 17(a) shows the original multi-view images.
Figure 17(b) and (c) represent the results of HM and GCT,
respectively. For close observation, we also enlarged the
background region (red box) and their corresponding regions,
and attached them in Fig. 18. Unlike the results of the MPEG
images, the background region of HM becomes blue as the red
board appears in view4 and view5.

Table 2 summarizes the comparison of Euclidean dis-
tance and Fig. 19 displays them in a diagram. From all the
experimental results, it is known that the performances of
HM and GCT highly depend on the property of input
images, but the proposed algorithm provides the stable
performance. In addition, the Euclidean distances between
the reference and corrected source views of the proposed
algorithm are significantly lower than those of others. It
means that our method can effectively correct the color
inconsistency problem.

4 Conclusions

In this paper, we have proposed a color correction algorithm
based on the relative mapping curves for luminance and
chrominance components. We use the feature-point based
matching and outlier removal techniques to get accurate
correspondences. With the correspondences, the optimal
mapping curves are automatically estimated. After that, we
generate lookup tables and convert the color distributions of
the source views. For evaluating the proposed algorithm, we
experimented on various test images, and we confirm that
our proposed method improves visual quality and reduces
Euclidean distances in the CIELab color space among
views. The proposed method can be expected to be widely
applied to multi-view image capturing and processing
systems.
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